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This paper started from an inductive ethnography conducted within a cancer research lab in
Belgium. The primary objective was to explore how researchers make decisions and ratio-
nalize their scientific practices. Through data collected from participant observation, inter-
views, and analysis of research protocols, the study exposes serious knowledge gaps that
compromise research ethics. Specifically, the findings reveal the scientists’ need for more
understanding of the validity of their lab machines and the readymade consumables procured
from external providers. Moreover, without questioning this dependency, our participants
(scientists) rely heavily on machines and consumables for almost all their research protocols.
The findings suggest that cancer researchers place unjustifiable trust in the lab’s machines
and the external providers' reliability; this compromises the following three fundamental
ethical principles: research integrity, responsible conduct, and the responsibility of using

resources and technologies.
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Introduction

everal social scientists and communication scholars have

conducted ethnographic studies in the natural habitat of

experimental scientists, such as research labs, to provide
authentic insights into scientific knowledge construction. How
knowledge emerges through the social processes and interactions
within research communities is an intriguing question, especially
when we view knowledge as a communication construction
(Mnasri and Papakonstantinidis, 2023) rather than a product in
human brains. Unlike essentialists, who focus on the underlying
facts that shape human thoughts, social constructionists focus on
interactions that shape knowledge (Schudson and Gelman, 2023).
Following this interest, Latour and Woolgar (1979) were among
the first social scientists who observed research labs and explored
the social and cultural factors that shape the production of sci-
entific “facts” (i.e., knowledge). They emphasized the importance
of observing scientists in everyday interactions to understand
scientific knowledge construction. Latour (1987) refuted the tra-
ditional notion of scientific knowledge as a purely objective and
detached pursuit. Latour (2005) and Callon (1986), among others,
propose the “actor-network theory” (ANT) that explores the
importance of understanding the network of actors. To do so,
they emphasize the need to trace the whole network of scientists,
instruments, materials, and institutions, as well as the complex
interactions between these elements and their influence on the
production of scientific knowledge. Using ANT, social scientists
can explore knowledge construction on the go (in the making),
i.e., how knowledge builds up through interactions. From this
perspective, ANT offers some visualization of knowledge con-
struction, which remains intangible.

The laboratory environment is crucial for scientific research,
innovation, and knowledge construction. As researchers delve
into cutting-edge research and push the boundaries of knowledge,
several ethical implications and challenges may arise and affect
their decision-making (Resnik, 2015), necessitating careful
observation, consideration, and evaluation. Accordingly,
researchers should be aware of possible ethical issues during
laboratory experiments and research (Nuffield Council on
Bioethics, 2012; O’Mathtna, 2007; Sugarman and Bredenoord,
2020). As an interdisciplinary field, bioethics is pivotal in
addressing the ethical aspects of scientific research and knowledge
construction. It encompasses various principles and frameworks
that guide ethical decision-making in research practices, includ-
ing respect for autonomy, beneficence, non-maleficence, and
justice (Beauchamp and Childress, 2019). However, despite
established research ethical principles, the laboratory environ-
ment presents unique challenges that require continuous atten-
tion and adaptation. One critical ethical implication in the
laboratory setting relates to the responsible and ethical use of
machines and consumables.

Closely observing the practices and interactions within a
cancer research lab in Belgium, this paper aims to examine the
ethical implications of scientific knowledge construction. In
effect, the main objective of this paper is to advocate for
responsible and reflective scientific practices from a transdisci-
plinary stance. Accordingly, the paper adopts an inductive
approach within the framework of ethnographic studies as
applied to experimental sciences. Initially, the study aimed to
provide a detailed and nuanced account of the daily activities
and interactions within the cancer research lab. The study
provides insights into the research ethical implications embed-
ded in the scientists’ practices and the construction of the lab’s
scientific knowledge. However, the analysis responded to the
ethical issues from empirical data and findings. Specifically, trust
as a fundamental ethical principle compels attention, prompting
a central focus on addressing it. This study underscores the
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suitability of ethnographic research and participant observation
in shedding light on previously unexamined aspects of scientific
practices. Therefore, we highlight the importance of taking a
holistic approach to understanding science in the making,
considering the technical and methodological aspects and the
transdisciplinary stances to comprehend such multi-faceted
matters better.

Trust as fundamental research ethical principle

Ethical principles are crucial in guiding ethical decision-making
and responsible conduct of research. Trust emerges as a funda-
mental ethical principle underpinning the integrity and credibility
of the entire process. Since our data analysis explores how lab
scientists build trust with lab machines, the following section
sheds light on trust’s role in communicating knowledge to the
public. Hardin (2002) worked on trust in scientific research. He
made significant contributions to understanding how trust
develops in scientific research. Hardin posited that trust should
come as a rational choice rather than merely an emotional or
irrational belief. Trust in research is a strategic decision based on
individuals’ assessments of the credibility and reliability of
researchers, institutions, machines, and processes. He emphasized
the importance of well-designed institutional structures and
mechanisms that promote trust, such as transparent regulations,
accountability, and rigorous peer review processes. Hardin also
recognized the role of social norms in shaping trust within the
research community and highlighted how trust facilitates colla-
boration, knowledge sharing, and the advancement of scientific
research. He acknowledged the significance of public trust in
research, emphasizing the need to establish and maintain trust
with the broader public to ensure scientific findings” acceptance
and meaningful application.

In the health care context, several declarations (i.e., European
Code of Conduct for Research Integrity 2017; Hong Kong Prin-
ciples 2019; Montreal Statement 2013; Singapore Statement 2010)
identified critical ethical principles and outlined the key compo-
nents of trustworthy research and principles of research integrity.
The three fundamental ethical principles identified in the Eur-
opean Code of Conduct for Research Integrity (2017), Hong
Kong Principles (2019), Montreal Statement (2013), and Second
World Conferences on Research Integrity (2010) are: research
integrity, responsible conduct of research, and responsible use of
resources and technologies. The first principle, “research integ-
rity,” emphasizes the importance of honesty, accuracy, and
transparency in scientific research. Researchers and scientists
should conduct their research and experiments with integrity that
ensures the reliability of their findings. The second principle,
“responsible conduct of research,” corresponds to the imperative
of conducting work in a responsible and accountable manner.
This principle entails that researchers adhere to ethical guidelines
and regulations, accurately report methods and results, and
address conflicts of interest. Finally, the “responsible use of
resources and technologies” principle, including funding,
laboratory equipment, biological materials, and consumables, is
particularly pertinent to any lab environment. Researchers and
scientists should use lab resources efficiently and in a manner that
benefits scientific progress and the public good.

The central pillar of the three principles mentioned above is
trust. Trust serves as the glue that binds scientists, researchers,
participants, and the public together, ensuring the validity and
ethicality of scientific research. However, scientific research can
question trust regarding the relationship between researchers and
participants in data analysis, reporting, and communicating sci-
entific knowledge to the public.
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Additionally, many articles have been dedicated to the topic of
research integrity, covering areas such as the impact of hyper-
competitiveness and inadequate training on research quality, the
uncritical and ineffective use of metrics in evaluating researchers,
and the presence of systematic biases in peer review and pub-
lication (Mejlgaard et al., 2020). Mark Yarborough (2014, 2021)
examined the question: Is research routinely conducted ethically?
He found that researchers place excessive reliance on professional
norms, peer review, research regulations, research integrity pro-
grams, and mandatory training in responsible research conduct to
establish the trustworthiness of the research community. Conse-
quently, research teams and institutions must implement addi-
tional safeguards if they genuinely aim to warrant the public trust
they seek when conducting scientific research. This situation
reiterates the challenge of ensuring researchers and research
institutions adopt a more mindful approach when addressing
research improvement and integrity.

Efforts to incorporate ethics into lab research must be actively
pursued, implemented, and substantiated by developing appro-
priate strategies (Beerge et al., 2022; Zwart and Ter Meulen, 2019).
Accordingly, Buedo et al. (2023) explored the ethical implications
and challenges that researchers who work in biotechnology
laboratories may encounter. The authors provided a concrete
strategy to promote the integration of research ethics with
laboratory practice and to strengthen responsibility in laboratory
research. The aim of the proposed strategy was (i) to integrate
ethics into laboratory research to identify bioethical problems
early, (ii) to create input for normative evaluation and (iii) to
establish a research integrity environment. This strategy hinges
on three theoretical and practical approaches: (i) Ethics Parallel
Research, (ii) Social Labs, and (iii) the Responsible Research and
Innovation framework. Ethics Parallel Research (EPR) serves the
purpose of ethically guiding the development of biotechnology
throughout the process while providing normative evaluation.
Social Labs are recognized as practical tools that integrate and
drive social change within specific contexts, emphasizing a clear
and defined focus. These labs, designed to operate in real-world
settings, prioritize practical applications rather than abstract
concepts. Responsible Research and Innovation (RRI) offers
strategies to proactively anticipate, evaluate, and enhance societal
engagement while identifying potential implications (Burget et al.,
2017). The overarching goal of the RRI framework is to foster
inclusivity and sustainability within the research process, pro-
moting a more comprehensive and socially conscious approach.

Buedo et al. (2023) added that focus group meetings facilitated
proactive discussions and fostered the exchange of experiences,
uncertainties, and ideas within the research process, specifically
for those working in laboratory settings. The assessment of this
experience revealed several benefits of integrating ethics within
research consortiums, including researchers’ commitment to
ethics in their work methods and research objectives, the actions
taken following the intervention, and the emergence of supple-
mentary activities resulting from the collaborative generation of
ideas and reflections. However, the authors revealed that despite
numerous ethics guidelines and increased awareness of research
ethics, effectively incorporating them into day-to-day research
practices, particularly in laboratory settings, poses a severe chal-
lenge (Laas et al., 2022; Resnik et al., (2023)).

The objective of the current study is to explore the role of trust
between lab scientists and machines and how this relationship
unfolds to the public. In this sense, Besley et al. (2018) claim that
scientific trust extends beyond the scientific community to the
general public. Effective science communication is crucial in
building public trust in research outcomes. In addition, trans-
parent communication about methods, results, and potential
implications fosters understanding and confidence in scientific

endeavors. On the other hand, several risks may emerge if sci-
entists fail to justify their trust in lab machines. For instance, it
may affect the credibility of scientific institutions and organiza-
tions and erode public confidence in scientific findings and the
scientific community.

Methodology

This paper adopts an ethnographic research design within an
oncology research lab to investigate the ethical implications of the
scientists’ practices as represented in their knowledge construc-
tion. The cancer lab comprises ten postdoctoral and doctoral
researchers, technicians, and a principal investigator with a
medical background and prior experience at leading institutions.
The principal investigator had served as a Postdoctoral fellow and
Research Associate at a prominent medical institution in Boston.
The lab has 255 publications, owns several patents, and achieved
an H index of 81 in 2022. With this strong record of publications,
the lab is well-regarded in the field of oncology. It conducts
fundamental cancer research (i.e., on cells only, not humans). The
data comprises 18 months of direct participant observation,
individual and collective interviews, and detailed field notes. The
interviews aimed to gather information on how scientists utilize
machines and consumables. The first author conducted indivi-
dual interviews with each participant and a collective interview
6 months later. The individual interviews were analyzed in a
synchronic manner, while the collective interview was analyzed
diachronically. The data collected through participant observa-
tion and interviews were analyzed using qualitative and inductive
approaches. The systematic analysis of the data rests on the fol-
lowing ethical principles that are relevant to the laboratory
environment: research integrity, responsible conduct of research,
and responsible use of resources. Therefore, the study addresses
the following research question and its sub-question:

RQ1: How do researchers use the lab machines and consum-
ables in their research practices?

RQla: What are the ethical implications of such use of
machines and consumables?

To answer the research questions, we designed a semi-
structured interview. The first author interviewed each partici-
pant. Six months later, he asked the same questions in a collective
interview to explore discrepancies and contradictions. The
interview comprises five questions: “1) What processes do you
typically follow to verify your results?” 2) “Do you trust
machines?” 3) “Do you trust products from other companies?” 4)
“What is the proportion of operations performed by other parties
in your experiments?” 5) “Can you provide a diagram illustrating
the different stages or operations in your current research?”

We coded the interviews using the Jefferson system of tran-
scription notation, detailed in Atkinson and Heritage (1984). The
names of the participants have been changed into the following
pseudonyms to protect their identity and privacy:

Paul: The lab director/Principal Investigator

Stephan, Daniel, Brian, and Dilara: Postdoctoral researchers
Cédric and Gaelle: PhD researchers

Dalila and Marie: Technicians

Joane: a master’s student

The lab has numerous machines; some are simple, and some
are very sophisticated. They range from freezers, hoods, incuba-
tors, centrifuges, and the like to smaller tools used in what they
call western blotting and the like. In addition to machines, the lab
members consume products that range from substances such as
medium, trypsin, powders, gels, and the like, to small tools such
as pipettes, plates, tips, filters, and many more. These consum-
ables have to be certified, and they have to be purchased from a
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reliable provider because their chemical composition may influ-
ence the cancer cells and, therefore, skew the research results. The
consumption of these products is ongoing every second, all
around the clock. The lab members are constantly consuming
without stopping.

Under the current research design, research operations are only
feasible using these products.

Data analysis and discussion

Trusting machines and implications for machine validity. The
lab researchers unanimously said they trust machines almost the
same way. The researchers’ responses varied when asked how they
ascertained the lab machines’ ability to measure what they initially
intended. Some participants admitted to not knowing, while others
were able to explain how the machines work, indicating a better
understanding of their accuracy. Certain participants minimized the
need for such considerations, implying a lack of interest or time to
investigate machine performance’s “philosophical” aspects. In this
sense, researchers expressed trust in the machines they utilize,
asserting that they perform the intended functions correctly and
provide accurate measurements. However, their understanding of
the machines’ functionality differed. Some participants believed that
the machines were appropriately designed and that they functioned
as intended. In contrast, others relied on the reputation of the
machine providers or the fact that others had already used the
machines to validate their trust. In line with Hardin’s (2002) con-
ception of trust outlined in the previous paragraph, all the
researchers’ responses lack rational justification for machine validity.

For instance, Cédric responded to the question “Do you trust
machines?” determinedly by saying, “Yeah.” When I asked him,
“Is it like you have to trust them, or you need to trust them?” he
confirmed his position: “no, they are designed to do what they are
doing.” As a doctoral researcher, Cédric seems focused on his
research proposal and is not yet well positioned to rethink the
machines’ validity.

Paul- the principal investigator- said right from the beginning
that he had to trust machines, hence acknowledging that it is a
matter of obligation rather than a choice. I explained to Paul that
what I meant by the question is whether he is sure that the
machine measures what he (as a biologist) wants it to measure,
not just that the machine runs well or is well calibrated. He
replied: “Yes”. When I explained my idea by saying that machines
can be consistent and well-calibrated, but they may not in reality
measure what we want to measure, he said:

I don’t ask myself these kind of questions (.) I'm I consider that
is being measured is uh reflects the reality (.) I don’t doubt the
except if again we have obtained ten times the same thing and the
eleventh time we do the experiments we have uw:h we have uh
bizarre behavior than we could start to check whether is the
machine is working properly but we do the maintenance of the
machine in order to: to get them: uh as uh as efficient as possible
(.) this is uh usually checked for the machine why you have them
the highest risk of uh of problems this is checked by companies
uh who knows the machine better than we do and who come to
validate them using specific QC protocols or quality control
protocols (.) so we are prone to believe (.) the machine.

After I explained again to Paul, he almost repeated the same
idea: basically that they buy from highly reputable providers and
that the machines “have been validated by others uh (.) so uh we
have reference on what we should get with ourselves”. Paul, who
had already said that he does not ask himself such questions, now
told me that he does not purchase black boxes, a term which I did
not use myself:

We discuss with colleagues already using the machines so we
make our minds in order to (.) finally buy the machine which (.)
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for which we are convinced that it does measure what we (.) u::h
want to s to be measured and then it’s a real it does truly reflect
the parameter we we uh which is the one to investigate so we uh
uh it’s not like we we’re dealing with black box we’re dealing with
machine which which are uh which have been validated by by
others uh (.).

Joanne did almost as Paul and Cédric, acknowledging that she
is not proficient in these areas. She said that she trusted machines
because others also do: “Because I don’t, I don’t really know u:h
machines and stuff like that but u:h if it is used by everybody like
I have to trust them ((laughter)).” When I tried to explain more,
she interrupted me by saying: “[it’s not stupid people who're
making those machines.]” Then again, Joanne insisted that “yes
they must produce something it’s like it’s not like u:h for example
if you use a ma machine to check the concentration and stuff like
that it’s not a stupid thing (.) it’s correct.”

Thus, all the researchers described machines as reliable tools
that consistently produce accurate results without recognizing the
need for further examination of machine validity. Several
participants mentioned that they rely on the views and expertize
of their peers or experienced individuals who have used the
machines to make informed decisions. They trust these
individuals’ knowledge and believe their recommendations would
ensure accurate measurements. In contrast, some participants did
not consider that machines may not measure what they intended,
assuming that the manufacturers or service providers would
address potential problems. Additionally, some participants
exhibited a simplistic view of knowledge and assumed that
answers to complex questions regarding machine accuracy could
be easily obtained through documents or by consulting the right
person. They may need to fully grasp the complexity of
determining whether the machines truly measure what research-
ers intend to measure.

For example, during the collective interview, the first author
mentioned a specific machine—the photo spectrometer- and asked
what they knew about how it works. They said they do know and
mentioned that it is a matter of different filters and emissions of
light that interact with the fluorescent liquid they put on cells
before inserting them into the machine. When he asked them to
describe how the machine responds to the compounds (the
liquid) validly, they described the machine’s technique. Again,
they should have noticed the technique’s validity in measuring
what they intend to assess (in this case, the density, absorbance or
fluorescence of any protein they want to detect). He restated the
concern by saying: “This is what ’'m saying (.) the machine may
be consistent (.) every time you give it this dose it will give this (.)
and then you give a higher dose it will give you that (.) and in
terms of graphs and colors and shapes it’s consistent no problem
(.) but how do you know that it is measuring what you want to
measure?”. Here Gaelle responded to the concern. She said:
“because if you put water, for example, it will not w:h measure.”
Everyone seemed to enjoy this idea and supported it one after the
other. However, the first author responded that while the
machine may work with cells and not with water, it may not
measure the specific aspect of the cell that the scientists target, but
rather a different thing. At this point, Stephan’s volume dropped
significantly, admitting that the machine may measure other
things: “] Maybe like contamination or something.” This case
shows that the researchers are building their research based on
findings from machines they use as black boxes, assuming that
they are doing what they want.

Trusting consumables and the associated risks. The lab mem-
bers consume products ranging from medium, trypsin, powders,
gels, and the like, to small tools such as pipettes, plates, tips,

| (2024)11:392 | https://doi.org/10.1057/541599-024-02920-x



ARTICLE

filters, and many more. These consumables have to be certified,
and they have to be purchased from a reliable provider because
their chemical composition may influence the cancer cells and,
therefore, skew the research results. The lab members are con-
stantly consuming without stopping. Following the current
research design, research operations are only feasible using these
products.

Paul first responded to the question: “Do you trust the
products that you purchase from providers?” by saying that he
trusts providers because it is easy for him to check if the needed
protein is in the product that they purchase:

uh uff (.) again we (.) they are products for which it’s quite easy to
see whether it works or not (.) if you take an antibody (.) wh it’s easy
for us to see whether it works or not (.) wh you do the: the
experiments (.) you try to detect a protein (.) you know (.) that
protein is there or is not there (.) and you know at which size and
some characteristic of the protein so (.) if the antibody does not
recognize the protein then you know that the antibody does not
work () uzh having done this kind of excerce:: exercise several
times we know that there are company which are not trustable (.)
we know that everybody knows that in in science that if you buy an
antibody from a company called ((company name removed)) u:h
you have uh much less chance than with any other type of
companies that the antibody will work (.) so they are less uh reliable.

I then told him that he only mentioned a case in which he could
check and asked him if they could check if the product
(a substance) would contain a molecule. At this level, he said that
they are not and that they would completely blind themselves:
“Yeah, there you are (.) you are blinded (.) you are acting as uh as
uh being just prone to believe that uh what you are using is uh
doing what you what it is described to do”. Paul now realizes that
“trust” can be about other scenarios, such as the one I mentioned,
and is not limited to the case he mentioned. Paul’s last account
illustrates that their trust is not scientifically based and, therefore,
represents a considerable threat to their experiments’ validity. I
wanted to make sure that this condition is also applicable to other
labs in the world—at least from his point of view- so I said: “and the
issue is that that’s (.) consumables are used everywhere in the world
it’s not only in this lab so may be if there is a mistake or a problem
it would be everywhere so you wouldn’t know (.) nobody would
figure it out”. Paul confirmed my statement, by saying: “clearly (.)”.

When I asked Cédric how much of purchased products he uses,
he said, “Everything (.) almost”. I asked him to draw me a
diagram where he would mention all his current research steps,
stating the ones provided and those prepared in the lab. He did so
and then confirmed his previous statement again: “Everything is
coming from different stuff [...] Yeah, everything”. I then asked
him to account for the situation of depending on external
providers; he said that it is a good situation because in that way, if
labs from all over the world purchase from the same provider,
then they can be sure that they are using the same products:

For me it’s (.) can be a good thing like the medium (.) it’s a really
good thing (.) because that means that everyone in u:h the world
(.) can use the same media that you are using (.) because if they just
buy from the same provider then you buy it from (.) then they are
sure they get the same (.) the same medium that you are getting.

Joanne’s rationale was almost identical to Cédric; she said,
“Uhm yes (.) I have to trust them otherwise ((laughter)).” When I
told her if the providers would alter the purchased products,
would she be able to know, she replied: “I won’t. I won’t know
about that (.) but you have to use it”, hence confirming that she is
rather obliged to trust, because she has no more options.

Daniel first said that only 30% of the products they use were
purchased readymade. While he was drawing the diagram, he
realized that it was much more than that, so he kept saying: “A lot
of providers ((laughter)) even in this simple u:h experiment,”

then “ok (.) ok so they are quite a lot ((laughter))”. When I asked
him if he only discovered this situation now, he said: “Yeah (.)
whm never thought about that but”. Unlike his colleagues, Daniel
realized how much they purchase readymade only after drawing
the diagram. When I asked him for the first time to account for
the situation of depending on providers, he said: “Of course but
wh I hope we can trust otherwise (.) this would change a lot.”

Daniel then confirmed that they do not check after providers
and that the results would shift if the products are not as
described. Then when I asked him again, he said: “No for me it’s
(.) it’s fine because uw:h (.) they gi:ve they give us information
about the product we:: we want to buy so (.) we know (.) we know
what we’re buying so”. Daniel’s latter account justified the
situation by saying that providers give them information about
what they buy, stressing that they know what they buy. At this
level, I asked him: “You know, based on what they say?”. He said:
“((laughter)) yeah, but we cannot for everything”, which means
that they do not know. Daniel then explained more why they
should trust these products: “in these companies, there are: a lot
of steps also to check purity quality of the products so”. He
confirmed that the trust on which he built his position is entirely
out of his control by mentioning what the companies do rather
than what he does to ensure he receives exactly what he needs.
One more time, I wanted to make sure that the lab does not do
anything to ensure that the parameters of its experiments are
under its control, so I said: “but it’s a problem because if uh
you’re doing research and things are not under your control (.)
you're not 100% sure that these things are correct.”

Gaelle’s was straightforward. She said that they trust providers
because they have quality controls: “Yes (.) otherwise we will not
((laughter)) use them (;) and they have to:: take uh check so they
have quality control in the industry so::”. She added: “but they have
quality uzh quality test and quality wzh they have good
manufacturing procedures ((laughter))”. She also said that they
depend on providers because they cannot do everything by their
own: “Yes (.) we do the:: without the: company we can’t do a lot of
things”. When I asked Gaelle whether they can check if providers
would alter the products, she said: “No we don’t check u:h”. She
then said: “uhm (.) but since we cannot check (.) we will not (.) we
are not able to check ((laughter))”. T asked if providers are able to
totally know their products and if they do would they tell everything
to them; she said: “Yes but if they know what they put in (.) they
will (.) it’s uzh a nonsense to not tell uh (.) the people (.) who buy it
so (.) there is no reason to tell you that it’s the wrong uh”.

Findings

The results suggest that researchers typically have confidence in
the machines they utilize. However, there is a discrepancy in their
comprehension of the machines’ functioning and ability to
measure the intended variables accurately. We here refer to all
sorts of machines used as black boxes in fundamental research,
ranging from centrifuges and microscopes to other tools such as
western blotting. Some participants rely on the manufacturers’
reputation, colleagues’ recommendations, or the assumption that
the machines are well designed without further questioning.
There is a lack of awareness or concern about the potential for
machines to produce inaccurate measurements or the need for
critical examination of their functioning. The researchers take the
machines’ validity for granted and do not question whether they
measure what they initially intended. This lack of critical eva-
luation can lead to potential skew or inaccuracies in research
outcomes. Ethically, researchers have a responsibility to ensure
the validity and reliability of the tools and equipment they use in
their research, as they should be held accountable for the out-
comes of their research. While it seems unrealistic for researchers
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Table 1 Summary of findings.

What is the risk?

The risk of excessive trust in:

Why is this risk accepted?

From Analysis:

When is this occurring?
Where is this issue occurring?
How does this occur? Prior to our interviews:

issues.
Through this research:

Implications of our findings on cancer
research?

1. Machines: Researchers need to ensure that machines are, in effect, measuring what they want. They
assume they are functioning correctly, providing no troubleshooting or discrepancy emerges.

2. Consumables: Researchers need to ensure that the readymade consumables are, in effect, identical to
how the providers describe them.

As accounted for by participants (verbatim):

1. "Machines are expensive, so they are valid”; “People who made them are competent”; “We get advice
before buying them"”; “We know how they work.”

2. "Providers are professionals and trustworthy”; “no reason to cheat.”

1. Machines are trusted unless they go out of order or break (a practice taken for granted)—no distinction
between machines’ reliability and validity.

2. Providers are trusted because they are accounted for to be professional and precise and because they do
their controls. Providers are considered trustworthy because their business and reputation are at stake.

All the time: for all types of experiments and consumables.

Participants claim that their practices are also applied elsewhere, including in their previous labs in other

countries (in the USA, France, Belgium, Netherlands, and Spain).

The issue has gone unnoticed by all participants, who claim they never discussed such “philosophical”

During the individual interviews, all participants - except for one postdoc did not consider this trust risky. In

the collective interview, all participants accounted for the risk of skewing the research results (“blinding”,

“phenotype change”, “| hope we can trust otherwise (.) this would change a lot").

1. Cancer researchers can expect any skews if they build knowledge on machines as black boxes.

2. If researchers purchase “everything” readymade from providers and do not ensure that the composition
is accurate, they can expect any skews.

“Everything and 100%" are expressions used by our participants.

",ou

to check or monitor every aspect of their experiments by them-
selves, they should be aware of the degree to which they do their
research. Ongoing situational awareness is crucial in maintaining
accountability and understanding the scope of their contribu-
tions. By any means, the paper does not blame the researchers. It
simply exposes a status quo that the broader scientific community
should know. It is worth noting that researchers need more
comprehensive awareness and ownership regarding their research
in today’s science structure. However, future substantial reforms
or profound changes in scientific research practices could miti-
gate or entirely prevent such a shortcoming.

The findings also highlight a contradiction related to the use of
consumables (e.g., medium, trypsin, cell lines, buffers, disks, flasks,
filters, and more). On the one hand, the researchers expressed their
need to trust providers. On the other hand, they described the
potential risks associated with deviations from specified standards
and the challenges in detecting and addressing mistakes or incon-
sistencies in these materials. The findings indicate that before our
research, the scientists lacked awareness or concern about the
potential risks of total reliance on external providers. Critical exam-
ination is necessary to maintain scientific research’s integrity and
boost knowledge-building progress. The data analysis also implies
complacency or shifting of responsibility onto external providers,
assuming that they have no interest in altering the composition of the
consumables. Given this fact, researchers are responsible for critically
evaluating the materials they use and actively participating in
ensuring the validity and reliability of their research. Researchers
should have access to accurate and comprehensive information about
the materials they use to make informed decisions and mitigate
potential biases or inaccuracies in their research.

Machines and consumables are part of the worldwide stan-
dards, and if mistakes or problems exist, they are likely to be
widespread, making it difficult for individual labs to identify
them. In our case, the researchers express trust in machines and
external providers, but this trust emanates from subjective value

judgments rather than factual accounts. There appears to be a
need for more awareness or consideration regarding the possi-
bility of providers intentionally or unintentionally altering the
composition of their products. While some participants dismiss
this idea, they acknowledge the unknown consequences of such
actions (i.e., blinding). Table 1 below summarizes our findings:

Concluding remarks

Upon conducting ethnographic research within the cancer
research lab, this study unveils some seen but unnoticed ethical
pitfalls that come into play while building scientific knowledge.
The findings highlight critical ethical implications in lab research
practices. Specifically, they should show a more comprehensive
understanding of the machine’s functionality, which is crucial for
research integrity. Furthermore, the reliance on external provi-
ders without verifying the contents of the consumables raises
concerns about the validity of research outcomes. In line with
previous ethnographies conducted by Mnasri, Papakonstantinidis
(2020) and by Mnasri and Jovic (2023) within cancer research
labs, this situation poses a risk to research integrity, compromises
the responsible conduct of research and questions the responsible
use of resources and technologies.

This ethnographic study emphasizes the need for a critical
evaluation and a deeper understanding of machine’s validity in
research. It also underscores the potential risks and challenges of
heavily relying on external providers for consumable materials. The
researchers’ trust in machines and consumables emanates from
subjective value judgments and assumptions rather than scientific
evidence or control over research elements. These conclusions
accentuate the importance of critical awareness, evaluation, and
consideration of potential risks and uncertainties to ensure the
reliability and integrity of scientific research outcomes. It is also
worth noting that the current study has at least one limitation. The
current study’s small sample size may limit the results’
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generalizability to a broader population of cancer research labs. In a
single cancer research lab, the number of researchers is relatively
small, leading to a limited pool of potential participants for the
study.

Data availability
The datasets generated and/or analyzed during the current study
are available here: https://doi.org/10.6084/m9.figshare.25325899.v1.
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