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Abstract

Background Machine learning (ML) models are evaluated in a test set to estimate model
performance after deployment. The design of the test set is therefore of importance because
if thedatadistribution after deployment differs toomuch, themodel performancedecreases.
At the same time, the data often contains undetected groups. For example, multiple
assessments from one user may constitute a group, which is usually the case in mHealth
scenarios.
Methods In this work, we evaluate a model’s performance using several cross-validation
train-test-split approaches, in some cases deliberately ignoring the groups. By sorting the
groups (in our case: Users) by time, we additionally simulate a concept drift scenario for
better external validity. For this evaluation, we use 7 longitudinal mHealth datasets, all
containing Ecological Momentary Assessments (EMA). Further, we compared the model
performance with baseline heuristics, questioning the essential utility of a complex
ML model.
Results Hidden groups in the dataset leads to overestimation of ML performance after
deployment. For prediction, a user’s last completed questionnaire is a reasonable heuristic
for the next response, and potentially outperforms a complex ML model. Because we
included7 studies, low variance appears tobe amore fundamental phenomenonofmHealth
datasets.
Conclusions ThewaymHealth-based data are generated byEMA leads to questions of user
and assessment level and appropriate validation of ML models. Our analysis shows that
further research needs to follow to obtain robust ML models. In addition, simple heuristics
can be considered as an alternative for ML. Domain experts should be consulted to find
potentially hidden groups in the data.

When machine learning models are applied to medical data, an
important question is whether the model learns subject-specific char-
acteristics (not desired effect) or disease-related characteristics (desired
effect) between an input and output. A recent paper by Kunjan et al.1

describes this very well at the example of classification and EEG disease
diagnosis. In the Kunjan et al. paper, this is discussed using different
variants of cross-validation. It is well shown that the type of validation
can cause extreme differences. Older work has evaluated different cross-
validation techniques on datasets with different recommendations for

the number of optimal folds2,3. We transfer and adapt this idea to
mHealth data and the application of machine-learning-based classifi-
cation and raise new questions about this. To this end, we will briefly
explain the background. Using simple, understandable models rather
than complex black box models is a clamor of Rudin et. al., which
motivates us to evaluate simple heuristics against complex models4. The
Cross-Industry Standard Process for Data Mining (CRISP-DM) high-
lights the importance of subject matter experts to get familiar with a
dataset5. In turn, familiaritywith the dataset is necessary to detect hidden
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Plain Language Summary

Computational approaches can be used to
analyse health-related data collected using
mobile applications from thousands of parti-
cipants. We tested the impact of some parti-
cipants being represented multiple times or
some not being counted properly within the
analysis. In this context, we label a multi-
represented participant a group. We find that
ignoring such groups can lead to false esti-
mation of health-related predictions. In some
cases, simpler quantitative methods can
outperform complex computational models.
This highlights the importance of monitoring
and validating results conducted by complex
computational models and confers the use of
simpler analytical methods in its place.
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groups in the dataset. In ourmHealth use cases, one app user that fills out
more several questionnaires constitutes a group.

We have developed numerous applications in mobile health in recent
years (e.g.6,7) and the issue of disease-related or subject-specific character-
istics is particularly pronounced in these applications.mHealth applications
very often use the principles of Patient-reported Outcome Measures
(PROMs)or/andEcologicalMomentaryAssessments (EMAs)8. EMAshave
themajor goal that users record symptoms several times a day over a longer
period. As a result, users of an mHealth solution generate longitudinal data
withmany assessments. Since not all users respond equally frequently in the
applications (as shownbymany applications that have been in operation for
a long time9), the result is a very different number of assessments per user.
Therefore, the question arises in the application of machine learning, how
the actual learning takes place. In learning, should we group the ratings per
user so that a user only appears in either the training set or the testing set,
which is correct by design. Or, can we accept that a user’s ratings appear in
both the training and test sets, since users with many ratings have such a
high variance in ratings. Finally, individual usersmay undergo concept drift
in the way they answer questions inmany assessments over a long period of
time. In such a case, the question also arises as to whether it makes sense to
use an individual’s ratings separately in the training and testing sets.

In this context,we also see anotherquestion as relevant that is not given
enough attention: What is an appropriate baseline for a machine learning
outcome in studies? As mentioned earlier, some mHealth users fill out
thousands of assessments, and do so for years. In this case, there may be
questions about whether a previous assessment can reliably predict the next
one, and the use of machine learning may be poorly targeted.

With respect to the above research questions, we use another com-
ponent to further promote the results. We selected seven studies from the
pool of developed apps that we will use for the analysis of this paper. Since a
total of 7 studies are used, a more representative picture should emerge.
However, since the studies do not all have the same research goals, classi-
fication tasks need to be found per app to make the overall results com-
parable. The studies also do not all have the same duration. Even though the
studies are not always directly comparable, the setting is very promising as
the results will show in the end. Before deriving specific research questions
against this background, related work and technical background informa-
tion will be briefly discussed.

This section surveys relevant literature to contextualize our contribu-
tionswithin the broaderfieldof study.Cawley et al. also address the question
of how to minimize the error in the estimator of performance in ground
truth. Using synthetic data sets, they argue that overfitting a model is as
problematic as selection bias in the training data10. However, they do not
address the phenomenon of groups in the data. Refaeilzadeh et al. give an
overview of common cross-validation techniques such as leave-one-out,
repeated k-fold, or hold-out validation11. They discuss pros and cons of each
kind and mention an underestimated performance variance for repeated
k-fold cross-validation, but they also do not address the problem with
(unknown) groups in the dataset11. Schratz et. al. focus on spatial auto-
correlation and spatial cross-validation rather than on groups and splitting
approaches12. Spatial cross-validation is sometimes also referred to as block
cross-validation13. They observe large performancedifferences in the use or
non-use of spatial cross validation. By random sampling of train and test
samples, a train and test sample might be too close to each other on a
geographical space, which induces a selection bias and thus an over-
optimistic estimate of the generalization error. They then use spatial cross-
validation. We would like to briefly differentiate between space and group.
Two samples belong to the same space if they are geographically close to
each other13. They belong to the same group if a domain expert assigns them
to a group. In our work, multiple assessments belonging to one user form a
group. Meyer et al. also evaluate using a spatial cross-validation approach,
but also add a time dimension using Leave-Time-Out cross-validation
where samples belong to one fold if they fall into a specific time range14. This
leave-time-out approach is like our time-cut approach, which will be

introduced in the methods section. Yet, we are not aware of any related
approach on mHealth data like the one we are pursuing in this work.

As written at the beginning of the introduction, we want to evaluate
howmuch themodel’s performance depends on specific users (syn. subjects,
patients, persons) that are represented several times within our dataset, but
with a varying number of assessments per user. From previous work, we
already know that so-called power-users withmanymore assessments than
most of the other users have a high impact on the models training
procedure15.Wewould further like to investigate whether a simple heuristic
can outperform complex ensemble methods. Simple heuristics are inter-
esting because they are easy to understand, have a low maintenance
requirement, and have low variance, but also generate high bias.

Technically, across studies (i.e., across the seven studies), we investigate
simple heuristics at the user and assessment level and compare them to tree-
based non-tuned ML ensembles. Tree-based methods have already been
proven in the literature on the specificmHealth data used, that iswhyweuse
only tree-based methods. The reason for not tuning these models is that we
want to be more comparable across the used studies. With these levels of
consideration, we would like to elaborate on the following research two
questions: First, what is the variance in performance when using different
splitting methods for train and test set of mHealth data (RQ1)? Second, in
which cases is the development, deployment and maintenance of a ML
model compared to a simple baseline heuristic worthwhile when being used
on mHealth data?

The present work compares the performance of a tree-based ensemble
method if the split of the data happens on two different levels: User and
assessment. It further compares this performance to non-ML approaches
that uses simple heuristics to also predict the target on a user- or assessment
level. To summarize the major findings: First, ignoring users in datasets
during cross-validation leads to an overestimation of the model’s perfor-
mance and robustness. Second, for some use cases, simple heuristics are as
good as complicated tree-based ensemble methods. Within this domain,
heuristics are more advantageous if they are trained or applied at the user
level. MLmodels also work at the assessment level. And third, sorting users
can simulate concept drift in training if the time span of data collection is
large enough. The results in the test set change due to the shuffling of users.

Methods
In this section, we first describe how Ecological Momentary Assessments
work andhow theydifferentiate fromassessments that are collectedwithin a
clinical environment. Second, we present the studies and ML use cases for
each dataset.Next, we introduce the non-MLbaseline heuristics and explain
the ML preprocessing steps. Finally, we describe existing train-test-split
approaches (cross-validation) and the splitting approaches at the user- and
assessment levels.

Ecological momentary assessments
Within this context, ecological means “within the subject’s natural envir-
onment", andmomentary “within this moment" and ideally, in real time16.
Assessments collected in research or clinical environmentsmay cause recall
bias of the subject’s answers and are not primarily designed to track changes
in mood or behavior longitudinally. Ecological Momentary Assessments
(EMA) thus increase validity and decrease recall bias. They are suitable for
asking users in their daily environment about their state of being, which can
change over time, by random or interval time sampling. Combining EMAs
and mobile crowdsensing sensor measurements allows for multimodal
analyses, which can gain new insights in, e.g., chronic diseases8,15. The
datasets used within this work have EMA in common and are described in
the following subsection.

The ML use cases
From ongoing projects of our team, we are constantly collecting mHealth
data as well as EcologicalMomentary Assessments6,17–19. To investigate how
the machine learning performance varies based on the splits, we wanted
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different datasets with different use cases. However, to increase compar-
ability between the use cases, we created multi-class classification tasks.

We train each model using historical assessments, the oldest assess-
ment was collected at time tstart, the latest historical assessment at time tlast.
A current assessment is created and collected at time tnow, a future assess-
ment at time tnext. Depending on the study design, the actual point of time
tnextmay be in some hours or in a fewweeks from tnow. For each dataset and
for each user, we want to predict a feature (synonym, a question of an
assessment) at time tnext using the features at time tnow. This feature at time
tnext is then called the target. For each use case, a model is trained using data
between tstart and tlast, and given the input data from tnow, it predicts the
target at tnext. Figure 1 gives a schematic representation of the relevant points
of time tstart, tlast, tnow, and tnext.

To increase comparability between the approaches, we used the same
model architecture with the same pseudo-random initialisation. Themodel
is a Random Forest classifier with 100 trees and the Gini impurity as the
splitting criterion. The whole coding was in Python 3.9, usingmostly scikit-
learn,pandas and JupyterNotebooks.Details canbe foundonGitHub in the
supplementary material.

The included apps and studies in more detail. For all datasets that we
used in this study, we have ethical approvals (UNITI No. 20-1936-101,
TYTNo. 15-101-0204, Corona Check No. 71/20-me, and Corona Health
No. 130/20-me). The following section provides an overview of the stu-
dies, the available datasets with characteristics, and then describes each
use case inmore detail. An brief overview is given in Table 1 with baseline
statistics for each dataset in Table 2.

Toprovide somemorebackground info about the studies:The analyses
happen with all apps on the so-called EMA questionnaires (synonym:
assessment), i.e., the questionnaires that are filled out multiple times in all
apps and the respective studies. This canhappen several times a day (e.g., for
the tinnitus study TrackYourTinnitus (TYT)) or at weekly intervals (e.g.,
studies in the CoronaHealth (CH) app). Nevertheless, the analysis happens
on the recurring questionnaires, which collect symptoms over time and in
the real environment through unforeseen (i.e., random) notifications.

The TrackYourTinnitus (TYT) dataset has the most filled-out assess-
ments with more than 110,000 questionnaires as by 2022-10-24. The Cor-
ona Check (CC) study has the most users. This is because each time an
assessment is filled out, a new user can optionally be created. Notably, this
app has the largest ratio of non-German users and the youngest user group
with the largest standard deviation. The Corona Health (CH) app with its
studies Mental health for adults, adolescents and physical health for adults
has the highest proportion of German users because it was developed in
collaborationwith theRobertKoch Institute andwas primarily promoted in
Germany. Unification of treatments and Interventions for Tinnitus patients
(UNITI) is a EuropeanUnion-wide project, which overall aim is to deliver a
predictive computational model based on existing and longitudinal data19.
The dataset from the UNITI randomized controlled trial is described by
Simoes et al.20.

TrackYourTinnitus (TYT). With this app, it is possible to record the indi-
vidual fluctuations in tinnitus perception. With the help of a mobile device,
users can systematically measure the fluctuations of their tinnitus. Via the

Fig. 1 | Schematic representation of the relevant four points in time for the
understanding of the pipeline. At time tstart, the first assessment is given; tlast is the
last known assessment used for training, whereas tnow is the currently available
assessment as input for the classifier and the target is predicted at time ttext.
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TYT website or the app, users can also view the progress of their own data
and, if necessary, discuss it with their physician.

TheML task at hand is a classification taskwith target variableTinnitus
distress at time tnow and the questions from the daily questionnaire as the
features of the problem. The target’s values range in [0, 1] on a continuous
scale. To make it a classification task, we created bins with step size of 0.2
resulting in 5 classes. The features are perception, loudness, and stressfulness
of tinnitus, as well as the currentmood, arousal and stress level of a user, the
concentration level while filling out the questionnaire, and perception of the
worst tinnitus symptom. A detailed description of the features was already
done in previous works21. Of note, the time delta of two assessments of one
user at tnext and tnow varies between users. Its median value is 11 hours.

Unification of Treatments and Interventions for Tinnitus Patients (UNITI).
The overall goal ofUNITI is to treat the heterogeneity of tinnitus patients on
an individual basis. This requires understanding more about the patient-
specific symptoms that are captured by EMA in real time.

Theuse casewecreated atUNITI is like that ofTYT.The target variable
encumbrance, coded as cumberness, which was also continuously recorded,
was divided into an ordinal scale from0 to 1 in 5 steps. Features also include
momentary assessments of the user during completion, such as jawbone,
loudness, movement, stress, emotion, and questions about momentary tin-
nitus. The data was collected using our mobile apps7. Here, of note: on
average, the median time gap between two assessment is 24 hours for
each user.

Corona Check (CC). At the beginning of the COVID-19 pandemic, it was
not easy to get initial feedback about an infection, given the lack of
knowledge about thenovel virus and the absence ofwidely available tests. To
assist all citizens in this regard, we launched the mobile health app Corona
Check together with the Bavarian State Office for Health and Food Safety22.

The Corona Check dataset predicts whether a user has a Covid
infection based on a list of given symptoms23. It was developed in the early
pandemic back in 2020 and helped people to get quick estimate for an
infectionwithout having an antigen test. The target variable has four classes:
First, “suspected coronavirus (COVID-19) case", second, “symptoms, but
no known contact with confirmed corona case", third, “contact with con-
firmed corona case, but currently no symptoms", and last, “neither symp-
toms nor contact".

The features are a list of Boolean variables, which were known at this
time tobe typically relatedwith aCovid infection, suchas fever, a sore throat,
a runny nose, cough, loss of smell, loss of taste, shortness of breath, head-
ache, muscle pain, diarrhea, and general weakness. Depending on the
answers given by a user, the application programming interface returned
one of the classes. Themedian time gapof two assessments for the sameuser
is 8 hours on average with a much larger standard deviation of 24.6 days.

CoronaHealth ∣Mental health for adults (CHA). The last four use cases are
all derived from a bigger Covid-related mHealth project called Corona

Health6,24. The app was developed in collaboration with the Robert Koch-
Institute and was primarily promoted in Germany, it includes several stu-
dies about the mental or physical health, or the stress level of a user. A user
can download the app and then sign up for a study. He or she will then
receive a baseline one-time questionnaire, followed by recurring follow-ups
with between-study varying time gaps. The follow-up assessment of CHA
has a total of 159 questions including a full PHQ9 questionnaire25. We then
used the nine questions of PHQ9 as features at tnow to predict the level of
depression for this user for tnext. Depression levels are ordinally scaled from
None toSevere in a total of 5 classes.Themedian timegapof twoassessments
for the same user is 7.5 days. That is, the models predict the future in this
time interval.

Corona Health ∣Mental health for adolescents (CHY). Similar to the adult
cohort, the mental health of adolescents during the pandemic and its lock-
downs is also captured by our app using EMA.

A lightweight version of themental health questionnaire for adults was
also offered to adolescents. However, this did not include a full PHQ9
questionnaire, so we created a different use case. The target variable to be
classified on a 4-level ordinal scale is perceived dejection coming from the
PHQ instruments, features are a subset of quality of live assessments and
PHQ questions, such as concernment, tremor, comfort, leisure quality,
lethargy, prostration, and irregular sleep. For this study, themedian timegap
of two follow up assessments is 7.3 days.

Corona Health ∣ Physical health for adults (CHP). Analogous to the mental
health of adults, this study aims to track how the physical health of adults
changes during the pandemic period.

Adults had the option to sign up for a studywith recurring assessments
asking for their physical health. The target variable to be classified asks about
the constraints in everyday life that arise due to physical pain at tnext. The
features for this use case include aspects like sport, nutrition, and pain at
tnow. Themedian time gap of two assessments for the same user is 14.0 days.

Corona Health ∣ Stress (CHS). This additional study within the Corona
Health app asks users about their stress level on aweekly basis. Both features
and target are assessed on a five-level ordinal scale from never to very often.
The target asks for the ability of stressmanagement, features include thefirst
nine questions of the perceived stress scale instrument26. The median time
gap of two assessments for the same user on average is 7.0 days.

Baseline heuristics instead of complex MLmodels?
We also want to compare the ML approaches with a baseline heuristic
(synonym: Baseline model). A baseline heuristic can be a simple ML model
like a linear regression or a small Decision Tree, or alternatively, depending
on the use case, it could also be a simple statement like “The next value
equals the last one". The typical approach for improving ML models is to
estimate the generalization error of themodel onabenchmarkdata setwhen
compared to a baseline heuristic. However, it is often not clear, which

Table 2 | Baseline statistics and overview of the datasets used

Dataset No. of users No. of assessments First assessment from Dataset span + Age (Std) Ratio m/f/d % rate ofGER2 users

TYT 3303 110,983 2013-07-18 9.20 45.0 (14.4) 67/33/00 n. A.

CC 13763 89,659 2020-04-08 2.48 32.7 (18.0) 59/39/01 36

CHA 1474 11,081 2020-07-21 2.19 41.2 (13.9) 54/45/01 98

CHP 953 5661 2020-07-28 2.17 41.8 (15.2) 63/37/00 98

CHY 111 630 2020-08-08 2.14 15.2 (1.6) 51/47/01 n. A.

CHS 374 3845 2020-12-19 1.78 40.7 (13.9) 65/34/01 98

UNITI 763 32,443 2021-04-13 1.46 53.0 (12.7) 57/43/00 54

Ratio m/f/d is the sex ratio of male, female and diverse users. The dataset span is given in years. Headers in bold.2
2GER = German
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baseline heuristic to consider, i.e.: The same model architecture as the
benchmark model, but without tuned hyperparameters? A simple, intrin-
sically explainable model with or without hyperparameter tuning? A ran-
dom guess? A naive guess, in which themajority class is predicted? Since we
have approaches on a user-level (i.e., we consider users when splitting) and
on an assessment-level (i.e., we ignore users when splitting), we also should
create baseline heuristics on both levels.We additionally account forwithin-
user variance in Ecological Momentary Assessments by averaging a user’s
previously known assessments. Previously known here means that we cal-
culate themode ormedian of all assessments of a user that are older than the
given timestamp. In total, this leads to four baseline heuristics (user-level
latest, user-level average, assessment-level latest, assessment-level average)
that do not use any machine learning but simple heuristics. On the
assessment-level, the latest known target or themean of all known targets so
far is taken to predict the next target, no matter of the user-id of this
assessment. On the user-level, either the last known, or median, or mode
value of this user is taken to predict the target. This, in turn, leads to a cold-
start problem for users that appear for the first time in a dataset. In this case,
either the last known, ormode, ormedian of all assessments that are known
so far are taken to predict the target.

ML preprocessing
Before the data and approaches could be compared, it was necessary to
homogenize them. In order for all approaches to work on all data sets, at
least the following information is necessary: Assessment_id, user_id,
timestamp, features, and the target. Any other information such as GPS
data, or additional answers to questions of the assessment, we did not
include into the ML pipeline. Additionally, targets that were collected on a
continuous scale, had to be binned into anordinal scale offive classes. For an
easier interpretation and readability of the outputs, we also created label
encodings for each target. To ensure consistency of the pre-processing, we
created helper utilities within Python to ensure that the same function was
applied on each dataset. For missing values, we created a user-wise missing
value treatment. More precisely, if a user skipped a question in an assess-
ment, we filled the missing value with the mean or mode (mode = most
common value) of all other answers of this user for this assessment. If a user
had only one assessment, we filled it with the overall mean for this question.

For each dataset and for each script, we set random states and seeds to
enhance reproducibility. For the outer validation set, we assigned thefirst 80
% of all users that signed up for a study to the train set, the latest 20% to the
test set. To ensure comparability, the test users were the same for all
approaches.We did not shuffle the users to simulate a deployment scenario
where new users join the study. This would also add potential concept drift
from the train to the test set and thus improve the simulation quality.

For the cross-validation within the training set, which we call internal
validation, we chose a total of 5 foldswith 1 validation fold.We then applied
the four baseline heuristics (on user level and assessment level with either
latest target or average target as prediction) to calculate the within-train-set
performance standard deviation and themean of the weighted F1 scores for
each train fold. The mean and standard deviation of the weighted F1 score
are then the estimator of the performance of our model in the test set.

We call one approach superior to another if the final score is higher.
The final score to evaluate an approach is calculated as:

f final1 ¼ f test1 � ασ f train1

� � ð1Þ

If the standard deviation between the folds during training is large, the final
score is lower. The test set must not contain any selection bias against the
underlying population. Thepre-factorαof the standard deviation is another
hyperparameter. Themore importantmodel robustness for the use case, the
higher α should be set.

Existing train-test-split approaches
Within cross-validation, there exist several approaches on how to split up
the data into folds and validate them, such as the k-fold approach with k as

the number of folds in the training set. Here, k− 1 folds form the training
folds and one fold is the validation fold27. One can then calculate k perfor-
mance scores and their standard deviation to get an estimator for the per-
formance of the model in the test set, which itself is an estimator for the
model’s performance after deployment (see also Fig. 2).

In addition, there exist the following strategies: First, (repeated) stra-
tified k-fold, in which the target distribution is retained in each fold, which
can also be seen in Fig. 3. After shuffling the samples, the stratified split can
be repeated3. Second, leave-one-out cross-validation28, in which the vali-
dation fold contains only one samplewhile themodel has been trainedon all

other samples. And third, leave-p-out cross-validation, in which
n
p

� �

train-test-pairs are created with n equals number of assessments (synonym
sample)29.

These approaches, however, do not always focus on samples thatmight
belong to our mHealth data peculiarities. To be more specific, they do not
account for users (syn. groups, subjects) that generate daily assessments
(syn. samples) with a high variance.

Fig. 2 | Schematic visualisation of the steps required to perform a k-fold cross-
validation, here with k = 5.

Fig. 3 | Illustration of train-validate split for stratified 4-fold cross validation.
While this approach retains the class distribution in each fold, it still ignores user
groups. Each color represents a different class or user id.
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Splitting approaches related to EMA
To precisely explain the splitting approaches, we would like to differentiate
between the terms folds and sets. We call a chunk of samples (synonym:
assessments, filled-out questionnaires) a set on the outer split of the data, for
which we cut-off the final test set. However, within the training set, we then
split further to create training and validation folds. That is, using the term
fold, we are in the context of cross validation.Whenweuse the term set, then
we are in the outer split of theMLpipeline. Figure 4 visualizes this approach.
Following this, we define 4 different approaches to split the data. For one of
themwe ignore the fact that there areusers, for theother threewedonot.We
call these approaches user-cut, average-user, user-wise and time-cut. All
approaches have in common that the first 80 % of all users are always in the
training set and the remaining 20 % are in the test set. A schematic visua-
lizationof the splitting approaches is shown inFig. 5.Within the training set,
we then split on user-level for the approaches user-cut, average-user and
user-wise, and on assessment-level for the approach time-cut.

In the following section, we will explain the splitting approaches in
more detail. The time-cut approach ignores the fact of given groups in the
dataset and simply creates validation folds basedon the time the assessments
arrive in the database. In this example, the month, in which a sample was
collected, is known.More precisely, all samples from January until April are
in the training setwhileMay is in the test set. Theuser-cut approach shuffles
all user ids and createsfive data foldswith distinct user-groups. It ignores the
time dimension of the data, but provides user-distinct training and vali-
dation folds, which is like the GroupKFold cross-validation approach as
implemented in scikit-learn30. The average-user approach is very similar to
the user-cut approach. However, each answer of a user is replaced by the
median or mode answer of this user up to the point in question to reduce
within-user-variance. While all the above-mentioned approaches require
only one singlemodel to be trained, theuser-wiseapproach requires asmany
models as distinct users are given in the dataset. Therefore, for each user, 80
% of his or her assessments are used to train a user-specific model, and the
remaining 20% of the time-sorted assessments are used to test the model.
This means that for this approach, we can directly evaluate on the test set as
eachmodel is user specific andwe solved the cold-start problemby training

the model on the first assessments of this user. If a user has less than 10
assessments, he or she is not evaluated on that approach.

Ethics
Approval for theUNITI randomizedcontrolled trial and theUNITI appwas
obtained by the Ethics Committee of the University Clinic of Regensburg
(ethical approval No. 20-1936-101). All users read and approved the
informed consent before participating in the study. The study was carried
out in accordance with relevant guidelines and regulations. The procedures
used in this study adhere to the tenets of the Declaration of Helsinki. The
TrackYourTinnitus (TYT) studywas approvedby the EthicsCommittee of
the University Clinic of Regensburg (ethical approval No. 15-101-0204).
The Corona Check (CH) study was approved by the Ethics Committee of
the University of Würzburg (ethical approval no. 71/20-me) and the uni-
versity’s data protection officer and was carried out in accordance with the
General Data Protection Regulations of the European Union. The proce-
dures used in the Corona Health (CH) study were in accordance with the
1964 Helsinki declaration and its later amendments and was approved by
the ethics committee of theUniversity ofWürzburg, Germany (No. 130/20-
me). Ethical approvals include secondary use. The data from this study are
available on request from the corresponding author. The data are not
publicly available, as the informed consent of the participants did not
provide for public publication of the data.

Reporting summary
Further information on research design is available in the Nature Portfolio
Reporting Summary linked to this article.

Results
We will see in this results section that ignoring users in training leads to an
underestimation of the generalizability of themodel, the standard deviation
is then too small. To further explain, a model is ranked first in the com-
parison of all computations if it has the highest final score, and last if it has
the lowest final score. We recall the formula of the final score from the
methods section: f final1 ¼ f test1 � 0:5σ f train1

� �
. For these use cases, we set

Fig. 4 | At Start, the dataset, comprising samples
with user assessments, is provided. In the second
step, users are ordered by their study registration
time, with the initial 80 % designated as training
users and the remaining 20 % as test users. Subse-
quently, assessments by training users are allocated
to the training set, and those by test users to the test
set. Within the training set, user grouping dictates
the validation approach: group-cross-validation is
applied if users are declared as a group, otherwise,
standard cross-validation is utilized. We compute
the average f1 score, f

train
1 , from training folds and

the f1 score on the test set, f test1 . The standard
deviation of f train1 ; σðf train1 Þ, indicates model robust-
ness. The hyperparameter α adjusts the emphasis on
robustness, with higher α values prioritizing it.
Ultimately, f final1 , which is a more precise estimate if
group-cross-validation is applied, offers a refined
measure of model performance in real-world
scenarios.
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α = 0.5. The greater the emphasis on model robustness and the increased
concerns regarding concept drift, the greater the alpha value should be set.

RQ1: What is the variance in performance when using different
splitting methods for train and test set?
Considering performance aspects and ignoring the user groups in the data,
the time cut approach has on average the best performance on assessment
level. As an additional variant, we have sorted users once by time and once
by random.When sorting by time, the baseline heuristicwith the last known
assessment of a user follows at rank 2, whereas with randomly sorted users,
the user cut approach takes rank 2. The baseline heuristic with all known
assessments on the user-level has the highest standard deviation in ranks,
which means that this approach is highly dependent on the use case: For

some datasets, it works better, for other it does not. The user-wise model
approach has also a higher standard deviation in the ranking score, which
means that the success of this approach is more use-case specific. As we set
the threshold of users to be included into this approach to aminimumof 10
assessments, we have a high chance of a selection bias for the train-test split
for users with only a few assessments, which could be a reason for the larger
variance in performance. Details for the result are given in Table 3.

Could there be a selection bias of users that are sorted and split by time?
To answer this, we randomly draw 5 different user test sets for the whole
pipeline and compared the approaches’ rankings with the variation where
users were sorted by time. The approaches’ ranking changes by .44, which is
less than one rank and can be calculated fromTable 3. This shows that there
is no easily classifiable group of test users.

Fig. 5 | Four approaches of data splitting into train
folds and validation folds within the train set.
Yellow means that this sample is part of the valida-
tion fold, green means it is part of a training fold.
Crossed out means that the sample has been drop-
ped in that approach because it does not meet the
requirements. Users can be sorted by time to
accommodate any concept drift.
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Cross-validation within the train helps to estimate the generalization
error of the model for unseen data. On assessment-level, the standard
deviations of the weighted F1 score within the train set for all datasets varies
between0.25% forTrackYourTinnitus and1.29% forCoronaHealthStress.
On user-level, depending on the splitting approach, the standard deviation
varies from 1.42 % to 4.69 %. However, on the test set, the estimator of the
generalization error (i.e., the standard deviation of the F1 scores of the
validation folds within the train set) is too low for all 7 datasets on
assessment-level. On user-level, the estimator of the generalization error is
too low for 4 out of 7 datasets.We define the estimator of the generalization
error as in range if its smaller or equals the performance drop between
validation and test set. Details for the result are given in Table 4.

Both approaches, user- and assessment, overestimate the performance
of the model during training. However, the quality of estimator of the
generalization error increases if users are split on user-level.

RQ2: In which cases is the development, deployment and main-
tenance of a ML model compared to a simple baseline heuristic
worthwhile?
For our 7 datasets, the baseline heuristics on a user-level performbetter than
those on assessment-level. For the datasets Corona Check (CC), Corona
Health Stress (CH), TrackYourTinnitus (TYT) and UNITI, the last known
user assessment is the best predictor within the baseline heuristics. For the
psychological Corona Health study with adolescents (CHY) and adults
(CHA), and physical health for adults (CHP), the average of the historic
assessments is the best baseline predictor. The last known assessment on an
assessment-level as a baseline heuristic performs worse for each dataset
compared to the assessment level. The average of all so far known assess-
ment as a predictor for the next assessment - independent from the user -
has worst performance within the baseline heuristics for all datasets except
CHA. Notably, the larger the number of assessments, the more the all-
instances-approach on assessment-level converts to the mean of the target,
which has high bias and minimum variance.

These results lead us to conclude that recognizing user groups in
datasets leads to an improved baseline when trying to predict future ones
from historical assessments. When these non-machine-learning baseline
heuristics are then compared to machine learning models without hyper-
parameter tuning, it is found that they sometimes outperform or similarly
outperform the machine learning model.

The approaches ranking inTable 5 shows the general overestimationof
the performance of the time-cut approach as this approach is ranked best on
average. It can be also seen that these approaches are ranked closely to each
other. We chose α to be 0.5. Because we only subtract 0.5 (0.5 = α, our

hyperparameter to control importanceofmodel robustness) of the standard
deviation of the f1 scores of the validation folds, approaches with a higher
standard deviation are less punished. This means, in turn, that the over-
estimation of the performance of the splits on assessment-level would be
higher ifαwas higher. Another reason for the similarity of the approaches is
that the samemodel architecture has been finally trained on all assessments
of all train users to be evaluated on the test set. Thus, the only difference of
the rankings results from the standard deviation of the f1 scores of the
validation folds.

To answer the question whether it is worthwhile to turn a prediction
task into anMLproject, further constraints should be considered.The above

Table 3 | Performance comparison of cross-validated ML
approaches and simple heuristics

Users sorted by time Users split randomly

Average # σ(#) Average # σ(#)

time_cut 2.29 1.50 1.57 0.16

user_cut 3.57 1.72 3.06 0.11

BL4 user_based last 3.29 1.70 3.46 0.21

average_user 3.86 0.69 3.51 0.36

BL user_based all 3.57 2.37 4.43 0.18

user_wise 4.33 2.07 5.10 0.38

BL assessment_based last 6.86 0.69 6.80 0.12

BL assessment_based all 7.71 0.49 7.66 0.15

Rank (#) comparison of the four splitting approaches with the four baseline heuristics, n = 7. Three
splitting approaches are on user-level, one is on assessment level. The standard deviation is cal-
culated from the average ranks of 7 datasets (Denoted as σ(#)). When users are not sorted by time,
the approaches are more robust in their rankings, which means that the user cut approach is more
likely to work consistently better than the baseline heuristic on user-level.4
4BL = Baseline

Table 4 | Performance scores by study

Study User-Level Assessment-
Level

Score user_cut average_user time_cut

CC Std Validation 1.42% 4.69% 0.54%

F1 Validation 76.80% 72.50% 77.57%

F1 Test 67.54% 64.60% 67.98%

Performance
Drop

−9.27% −7.90% −9.59%

CHS Std Validation 4.95% 3.59% 1.29%

F1 Validation 54.73% 51.19% 57.47%

F1 Test 51.32% 53.10% 53.15%

Performance
Drop

−3.41% 1.91% −4.31%

CHY Std Validation 1.80% 1.46% 0.71%

F1 Validation 98.85% 98.28% 98.89%

F1 Test 97.63% 94.86% 98.18%

Performance
Drop

−1.21% −3.42% −0.71%

CHA Std Validation 3.75% 3.79% 1.23%

F1 Validation 65.80% 66.73% 69.87%

F1 Test 61.79% 62.24% 63.05%

Performance
Drop

−4.00% −4.48% −6.81%

CHP Std Validation 2.24% 2.47% 1.06%

F1 Validation 47.79% 43.70% 53.25%

F1 Test 45.38% 46.53% 45.97%

Performance
Drop

−2.40% 2.84% −7.28%

TYT Std Validation 2.25% 3.78% 0.25%

F1 Validation 54.88% 45.97% 58.70%

F1 Test 56.26% 40.57% 57.26%

Performance
Drop

1.38% −5.40% −1.44%

UNITI Std Validation 2.51% 1.62% 0.36%

F1 Validation 55.81% 55.92% 58.30%

F1 Test 52.00% 50.12% 53.07%

Performance
Drop

−3.82% −5.80% −5.23%

Performance scores and standard deviations of the seven use cases on user- and assessment-
level. As we used a 5-fold cv approach, n = 5. For the user-level, there are two splitting approaches
shown:User-cut, with users sorted by time of sign-up, and average-user, where an answer given by
a specific user is averaged with the users’ previously given answers. f train1 conforms the average f1
scores of the validation folds of the train set.6
6Studies are abbreviated as follows: Unification of Treatments and Interventions for Tinnitus
Patients (UNITI), Track Your Tinnitus (TYT), Corona Health Physical Health Adults (CHP), Corona
HealthMentalHealthAdults (CHA),CoronaHealthMentalHealthAdolescents (CHY),CoronaHealth
Stress (CHS), and Corona Check (CC).
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analysis shows that the baseline heuristics are competitive to the non-tuned
random forest with much lower complexity. At the same time, the overall
results are an f1 score between 55 and 65 for amulti-class classification with
potential for improvement. Thus, the question should be additionally asked,
fromwhich f1 score can be deployed, which depends on the use case, and in
addition it is not clear whether the ML approach can be significantly
improved by a different model or the right tuning.

Discussion
The present work compared the performance of a tree-based ensemble
method if the split of the data happens on two different levels: User and
assessment. It further compared this performance to non-ML approaches
that uses simple heuristics to also predict the target on a user- or assessment
level. We quickly summarize the findings and then discuss them in more
detail in the sections below. Neglecting user data during cross-validation
may result in an inflated estimation ofmodel performance and robustness, a
phenomenon critical to the integrity of model evaluation. In specific sce-
narios, empirical evidence suggests that straightforward heuristic approa-
ches can rival the efficacy of complex tree-based ensemble methodologies.
Particularly, heuristics tailored or applied at the user levelmanifest a distinct
advantage, while machine learning models maintain efficacy at the assess-
ment level. Additionally, the methodological sorting of users in the dataset
can serve as a proxy for concept drift in longitudinal studies, given a suffi-
ciently extensive data collectionperiod.Thismanipulation affects the test set
outcomes, underscoring the influence of temporal user behavior variations
on model validation.

The - still - small number of 7 use cases itself has a risk of selection bias
in the data, features, or variables. This limits the generalizability of the
statements. However, it is also arguable whether the trends found turn in a
different direction whenmore use cases are included in the analysis. We do
not believe that the tendencieswould turn.We restricted theMLmodel to be
a random forest classifier with a default hyperparameter set up to increase
the degree of comparability between use cases. We are aware that each use
case is different and direct comparability is not possible. Furthermore, we
could have additionally evaluated the entire pipeline on other ML models
that are not tree-based.However, this would have added another dimension
to the comparison and further complicated the comparison of the results.
Therefore,we cannot preclude that the resultswouldhavebeen substantially
different for non-tree-based methods, which can be investigated further in
future analyses.

Future research of this user-vs.-assessment-level comparison could
include a hyperparameter tuning of themodel on each use case, a change
of model kind (i.e., from a random forest to a support vectormachine) to
see whether this changes the ranking. The overarching goal remains to
obtain the most accurate estimate of the model’s performance after
deployment.

We cannot give a final answer to what can be chosen as a common
baseline heuristic. In machine learning projects, a majority vote is typically
used for classification tasks, and a simple model such as a linear regression
can be used for regression tasks. These approaches can also be called naive
approaches since they often do not do justice to the complexity of the use
case. Nevertheless, the power of a simple non-ML heuristic should not be

underestimated. If only a few percentage points more performance can be
achieved by the maintenance- and development-intensive ML approach, it
is worth considering whether the application of a simple heuristic such as
“the next assessment will be the same as the last one" is sufficient for a use
case. Notably, Cawley and Talbot argue that it might be easier to build
domain expert knowledge into hierarchical models, which could also
function as a baseline heuristic10.

To retain consistency and reproducibility, we kept the users sorted
by sign-up date to draw train and test users. The advantage of sorting the
users is that one can simulate potential concept drift during training. The
disadvantage, however, is an inherent risk of a selection bias towards
users that signed up earlier for a study. From Figure3, we can see that the
overfitting of users increases when we shuffle them. We conclude this
from the fact that the difference between the average ranks of the
approaches time cut and user cut increases. The advantage of shuffling
users is that the splitting methods seem to depend less on the dataset.
This can be deduced from the reduced standard deviation of the ranks
compared to the sorted users.

Regardless of the level of splitting (user- or assessment-level), one
can expect a performance drop if unknown users with unknown
assessments are withheld from the model in the test set. When splitting
at the user-level, the performance drop is lower during training and
validation compared to the assessment-level. However, it remains
questionable why we see this performance drop in the test set at all,
because both, the validation folds and the test set contain unknown users
with unknown assessments. A possible cause could be simple overfitting
of the training data with the large random forest classifier and its 100
trees. But, also a single tree with max depth = number of features and
balanced class weights has this performance drop from the validation to
the test set. One explanation for the defiant performance drop could be
that during cross validation information leaks from training folds to
validation folds, but not to the test set.

Conclusions
A simple heuristic is not always trivial to beat by an ML model, depending
on the use case and the complexity of the search space. Thinking of the
complexity that aMLmodel adds toa project, a heuristicmight be a valuable
start to see how well the model fits into the workflow and improves the
outcome.A frequent communicationwith the domain expert of the use case
helps to set up a heuristic as a baseline heuristic. In a second step, it can be
evaluated whether the performance gain from an ML model justifies the
additional development effort.

Data availability
In relation to the individual data sets used (see Table 2), the availability is as
follows: (1) TYT: The data presented in this study are available on request
from the corresponding author. The data are not publicly available for data
protection reasons. (2) UNITI, Corona Check, Corona Health: The inves-
tigators have access to the study data. Raw data (de-identified) can bemade
available on request from the corresponding author. Furthermore, only the
mHealth data was used in this study on UNITI, but the entire UNITI RCT
study contains even more data, which can be found here20.

Table 5 | Average Ranking Per Approach

Kind of model ML BL BL ML ML ML BL BL

Approach Time Cut User-Level User-Level User Cut Avg. User User Wise A.-Level A.-Level

Last All inst.

Average# 2.29 3.29 3.57 3.57 3.86 4.33 6.86 7.71

σ(#) 1.5 1.7 2.37 1.72 0.69 2.07 0.69 0.49

Average rank (n = 7) of the approach for all datasets, including the standard deviation of the rank one line below. On average, the baseline heuristics on the user-level are ranked slightly better than the ML
model on a user-level. Best rank is left, worst rank is right. Headers in bold.8
8A. = Assessment, # = Rank, σ(#) = Standard deviation of #., Avg. = Average., inst. = Instances.

https://doi.org/10.1038/s43856-024-00468-0 Article

Communications Medicine |            (2024) 4:76 9



Code availability
All code to replicate the results, models, numbers, figures, and tables is
publicly available to anyone on https://github.com/joa24jm/UsAs32, DOI =
10.5281/zenodo.10401660.
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